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Dark matter
Dark matter

- evident from cosmological observations

- cosmic microwave background (CMB)…

- one of the biggest mysteries
- astronomy, cosmology, particle physics…

5%

27%

68%
dark energydark matter

baryon

cosmic energy budget

Long-range force

- mediator lighter than the dark matter

- electroweak-scale or lighter dark matter

- weak force

- new dark force (e.g., dark photon)

- TeV-scale dark matter (e.g., weak multiplet)

V = −
αχ

r
e−mϕr

- Yukawa potential
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( ) (↵,m�) = (4.58⇥ 10�3, 0.06GeV)
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Sommerfeld enhancement
Distortion of wave function

- multiple exchanges of a mediator

Enhanced annihilation

χ

χ

ϕ

ϕ
ϕ …

- non-perturbative but described by 
the Schrödinger equation (later)

- annihilation cross section is enhanced at low velocity

(σannvrel) = S(σ(0)
annvrel)

Hulthén potential
- Sommerfeld 
enhancement factor

- larger cross section in 
the late Universe than 
the thermal one

- without potential

AK, Kim and Kuwahara, JHEP, 2020
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Indirect detection
Canonical cross section

- thermal freeze-out (annihilation 
in the early Universe)

CMB constraints

- requires a weak-scale 
annihilation cross section

⟨σannv⟩ ≃ 1 pb × c

Ωh2 = 0.1 ×
3 × 10−26 cm3/s

⟨σannv⟩

in equilibrium

× pair-creation

× annihilation

vrel ≃ 1/2

Planck Collaboration: Cosmological parameters
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Fig. 46. Planck 2018 constraints on DM mass and annihilation cross-section. Solid straight lines show joint CMB constraints on
several annihilation channels (plotted using di↵erent colours), based on pann < 3.2 ⇥ 10�28 cm3 s�1 GeV�1. We also show the 2�
preferred region suggested by the AMS proton excess (dashed ellipse) and the Fermi Galactic centre excess according to four
possible models with references given in the text (solid ellipses), all of them computed under the assumption of annihilation into bb̄

(for other channels the ellipses would move almost tangentially to the CMB bounds). We additionally show the 2� preferred region
suggested by the AMS/PAMELA positron fraction and Fermi/H.E.S.S. electron and positron fluxes for the leptophilic µ+µ� channel
(dotted contours). Assuming a standard WIMP-decoupling scenario, the correct value of the relic DM abundance is obtained for a
“thermal cross-section” given as a function of the mass by the black dashed line.

the range 0.8–1.2. We found that our bounds remain una↵ected
by floating these additional nuisance parameters, which are not
correlated with pann.

Figure 46 translates the bounds on pann into joint limits on
the mass m� and annihilation cross-section h�vi of DM, assum-
ing twelve plausible WIMP s-wave annihilation channels. The
value of fe↵ for each mass and channel was computed39 using the
public DarkAges module of Stöcker et al. (2018), which relies
on the energy transfer functions presented by Slatyer (2016b).
We consistently account for corrections related to low-energy
photons in the manner described in section V.B. of Slatyer
(2016b). Finally, the DarkAges module defines fe↵ by convolv-
ing f (z) in redshift space with the weighting function recom-
mended by Slatyer (2016a). Note that for the W

+
W
� and Z

0
Z

0

channels, the bounds assume on-shell 2-body processes and are
cut sharply at the mass of the daughter particle, while in reality
they would extend further to the left in Fig. 46.

As usual the strongest bounds are obtained assuming anni-
hilation into electron-positron pairs. The case of annihilation
purely into neutrinos is not shown here, since the constraints
are orders of magnitude weaker in that case. Assuming a ther-
mal cross-section (shown in Fig. 46), the 95 % CL lower bounds
on the DM mass range from m� � 9 GeV for annihilation
into tau/anti-tau, up to m� � 30 GeV for annihilation in elec-
tron/positron. To compare with hints of DM annihilation in indi-
rect DM search data, we first show the regions preferred by the
AMS/PAMELA positron fraction and Fermi/H.E.S.S. electron-
positron flux, assuming s-wave annihilation into muons and
standard halo profiles. These regions, taken from Cirelli et al.
(2009), have long been known to be in strong tension with CMB
data.

We also indicate the regions suggested by the possible DM
interpretation of several anomalies in indirect DM search data.
The 95 % CL preferred region for the AMS anti-proton excess

39Courtesy of P. Stöcker.

is extracted from Cuoco et al. (2017b,a). The DM interpretation
of the Fermi Galactic centre excess is very model-dependent
and, as in figure 9 of Charles et al. (2016), we choose to show
four results from the analyses of Gordon & Macias (2013),
Abazajian et al. (2014), Calore et al. (2015), and Daylan et al.
(2016). For the Fermi Galactic centre excess and the AMS anti-
proton excess, we only show results assuming annihilation into
bb̄, in order to keep the figure readable. About 50 % of the region
found by Abazajian et al. (2014) is excluded by CMB bounds,
while other regions are still compatible. The 95 % CL preferred
region for the AMS anti-proton excess is still compatible with
CMB bounds for the bb̄ channel shown in the figure, and we
checked that this is also the case for other channels.

8. Conclusions

This is the final Planck collaboration paper on cosmological pa-
rameters and presents our best estimates of parameters defining
the base-⇤CDM cosmology and a wide range of extended mod-
els. As in PCP13 and PCP15 we find that the base-⇤CDM model
provides a remarkably good fit to the Planck power spectra and
lensing measurements, with no compelling evidence to favour
any of the extended models considered in this paper.

Compared to PCP15 the main changes in this analysis
come from improvements in the Planck polarization analysis,
both at low and high multipoles. The new Planck polariza-
tion maps provide a tight constraint on the reionization op-
tical depth, ⌧, from large-scale polarization (and are consis-
tent with the preliminary HFI polarization results presented
in Planck Collaboration Int. XLVI (2016)). This revision to the
constraint on ⌧ accounts for most of the (small) changes in pa-
rameters determined from the temperature power spectra in this
paper compared to PCP15. We have characterized a number of
systematic e↵ects, neglected in PCP15, which a↵ect the polar-
ization spectra at high multipoles. Applying corrections for these
systematics (principally arising from errors in polarization e�-

59

Planck Collaboration, A&A, 2020

- energy deposit 
around the last 
scattering



 M ∼ 1010 M⊙

Elbert et al., MNRAS, 2015

cuspy

cored
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Self-scattering
The same light mediator

χ

χ
ϕ …

χ

χ

- non-perturbative (infinite exchanges) 
when the distortion of wave function 
is significant

- again described by the Schrödinger 
equation (later)

Self-interacting dark matter

- dark matter density profile inside 
a halo turns from cuspy to cored

σ/m ∼ 1 cm2/g ∼ 1 barn/GeV

- interactions among dark 
matter particles
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Velocity dependence
Self-interacting dark matter

- cored profile “appear to” provide better fit to astronomical data

- “data” points from astrophysical observations of various size halos

MW satellites

dwarf spiral galaxies

galaxy clusters

AK, Kim and Kuwahara, JHEP, 2020

Light mediator

- introduce a velocity 
dependence, which is 
compatible with “data”
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Correlation
Sommerfeld enhancement 
and self-scattering

- main obstacle in 
SIDM model building

- correlated
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FIG. 2. Constraints at 95%C.L. on DM annihilating into
vector mediators that kinematically mix with hypercharge as
a function of the DM and mediator masses. The blue shaded
region shows the combinations of DM mass m� and mediator
mass m� that lead to a DM self-interaction cross section of
0.1 cm2 g�1 < h�T i30/m� < 10 cm2 g�1, which would visibly
a↵ect astrophysical observables at dwarf galaxy scale [16].

the parameter region excluded by CMB constraints. To
calculate the appropriate value of fe↵ as a function of
m� and m�, we multiply the di↵erent decay modes with
the e�ciency factors from [51]. Our results are shown
in Fig. 2, where we also show the Fermi and AMS-02
bounds discussed above. We observe that the CMB con-
straints, and partially also the other indirect detection
constraints, exclude all combinations of m� and m� that
lead to interesting self-interaction cross sections.

We emphasize that very close to a resonance both the
preferred SIDM region and the various constraints may
be modified by the impact of a potential second period
of DM annihilation on the relic density calculation (see
above). For late kinetic decoupling the resulting modi-
fications will be small, but we expect even larger e↵ects
not to change our results qualitatively.

Discussion.— The bounds shown in Fig. 2 have been
obtained under very conservative assumptions and are
expected to apply in a similar way to other models of
spin-1 mediators. The CMB constraints, in particular,
are very robust because we probe DM annihilation in
a kinematical situation where the Sommerfeld enhance-
ment is typically already saturated. Even for parameter
combinations where this is not the case, our constraints
are extremely conservative because we evaluate �v no
later than at recombination, and for larger values of vrec
than expected in a realistic treatment of kinetic decou-
pling. Nevertheless, our analysis does rely on a number
of assumptions, which we will now review in detail.

For our calculations so far, there was no need to specify

the kinetic mixing parameter ✏, as long as mixing is suf-
ficiently large that the mediator decays in time to a↵ect
the reionisation history. Nevertheless, we have assumed
implicitly that ✏ is large enough to thermalise the visible
sector and the dark sector before freeze-out. Depending
on the DMmass, the required value of ✏ for this to happen
is of order 10�7–10�5 [70]. However, DM direct detec-
tion experiments (as well as astrophysical constraints for
m� . 1 MeV [71]) typically require much smaller values
of ✏ [20]. The conclusion is that a di↵erent mechanism
must be responsible for bringing the visible and the dark
sector into thermal contact.
The simplest possibility would be a thermal contact at

higher temperatures, via a di↵erent portal. After this in-
teraction ceases to be e↵ective, the temperatures of both
sectors would then evolve independently, depending on
the number of degrees of freedom in each sector. For size-
able ↵� the DM relic abundance will still be determined
by dark sector freeze out, but at a di↵erent temperature.
For reasonable temperature ratios, as we discuss in detail
in Appendix A, such a situation does not lead to quali-
tatively di↵erent results compared to the case where the
two sectors have the same temperature. For the case
where the two sectors never reach thermal equilibrium
and the DM relic abundance is for example set via the
freeze-in mechanism, we refer to [23].
A second important assumption is that DM can self-

annihilate via an s-wave process. In the p-wave case the
resulting cross sections are much smaller, even though
the Sommerfeld enhancement can be quite significant (see
Fig. 1). Moreover, at very small velocities the cross sec-
tion again decreases like v2 and therefore typically be-
comes unobservably small at recombination. Not sur-
prisingly, we therefore find that both CMB and indirect
detection bounds can be evaded for most of the param-
eter space. However, models leading to p-wave annihi-
lation are strongly constrained from independent model
building considerations, in particular the combination of
constraints from direct detection experiments and pri-
mordial nucleosynthesis [20].
Finally, our conclusions can be modified if the media-

tor decays in a di↵erent way than via kinetic mixing. As
a specific example, we discuss the case of mass mixing in
Appendix B, in which case the mediator obtains a signif-
icant coupling to neutrinos. This alleviates constraints
from both DM annihilation and the mediator lifetime,
but in principle o↵ers exciting prospects for indirect de-
tection [15]: DM annihilation into a pair of mediators
followed by the decay � ! ⌫̄⌫ would result in a character-
istic spectral feature [72]. While currently unconstrained
for the models considered here, such a signal is in reach
for IceCube observations of the Galactic halo [73–76].
In general, however, the constraints derived above are

so strong that they can even be applied to models where
mediator decays into leptons are sub-dominant. As a re-
sult, large self-interactions are excluded also for the case
of mass mixing, as long as m� > 2me. Even weaker
constraints could in principle be obtained if the media-

- dark photon

- resonant enhancement occurs 
at the same parameter point

a =
vrel

2αχ

b =
αχmχ
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Figure 1: Self-scattering cross section � (in unit ofm�) and the Sommerfeld enhancement
factor S for s-wave processes in the Yukawa potential as a function of b.

to the asymptotic solution at r = ri (where �`(kri) = 1), we obtain the Sommerfeld
enhancement factor.

S` = |B`|
2 =

����
(2`+ 1)!!

A`(kri)`+1

����
2

. (9)

We show the resonant self-scattering s-wave cross section and Sommerfeld enhance-
ment factor for s-wave annihilation process in Fig. 1. We define the dimensionless parame-
ters, a ⌘ vrel/2↵ and b ⌘ ↵m�/m�. Both the scattering cross section and the Sommerfeld
enhancement factor resonantly enhance in low velocity (i.e. low a), and we can find that
the resonant points for both quantities coincide with each other. In the following sec-
tions, we clarify the underlying reason why these resonant points are closely associated
with each other.

3 Watson’s Theorem

The annihilation of DM � is induced via an operator ⇥�, and we introduce the form factor
as

�(k2 + i✏) ⌘ h0|⇥�|��, ini , (10)

where k denotes the relative three-momentum, and |��, ini denotes an in state for the
initial two-body system. When the system has time inversion invariance, by inserting the
complete set of out states, we can rewrite the form factor as follows.

h0|⇥�|��, ini = e2i��(k2 + i✏)⇤ , (11)

4

Bringmann, Kahlhoefer, Schmidt-
Hoberg and Walia, JHEP, 2020

AK, Kuwahara and 
Patel, JHEP, 2023

- zero-energy resonances (later)
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Scattering in quantum mechanics

- scattering state (energy-eigenstate of Schrödinger equation)

ψk( ⃗x) → eikz+f(k, θ)
eikr

r
r → ∞

- (initial) plane wave

- out-going spherical wave

[−
1

2μ
∇2 + V(r)] ψk( ⃗x) = Eψk( ⃗x) E =

k2

2μ
- potential from long-range force

k = μvrel

- reduced mass (               
for identical particle)

μ = m /2

Partial-wave decomposition

Schrödinger equation

- scattering amplitude

Weinberg, “Lectures on 
Quantum Mechanics”

eikz =
∞

∑
ℓ=0

(2ℓ + 1)ei 1
2 ℓπjℓ(kr)Pℓ(cos θ)

ψk( ⃗x) =
∞

∑
ℓ=0

(2ℓ + 1)ei( 1
2 ℓπ+δℓ(k)) 1

k
Rk,ℓ(r)Pℓ(cos θ)

- phase shift 



11Sommerfeld enhancement 
and self-scattering

Sommerfeld enhancement

Scattering phase shift

Rk,ℓ(r) →
sin(kr − 1

2 ℓπ + δℓ(k))

r
r → ∞

f(k, θ) =
∞

∑
ℓ=0

(2ℓ + 1)fℓ(k)Pℓ(cos θ)

σ =
∞

∑
ℓ=0

σℓ σℓ =
4π
k2

(2ℓ + 1)sin2 δℓ(k)

- radial wave function at infinity

- radial wave function around the origin

Sℓ(k) =
Rk,ℓ(r)

R(0)
k,ℓ(r)

2

r → 0

- annihilation through the contact interaction (delta function potential)

- without potential

fℓ(k) =
e2iδℓ(k) − 1

2ik

- diagonalized S-matrix 
Sℓ(k) = e2iδℓ(k)

Cassel, J.Phys.G, 2010Iengo, JHEP, 2009



ℛk,ℓ(r) → kjℓ(kr) ≈ k
(kr)ℓ

(2ℓ + 1)!!

12

Jost function
How to find            in practice?

ℛk,ℓ(r) →
i

2r [𝒥ℓ(k)e−i(kr − 1
2 ℓπ) − 𝒥ℓ(−k)ei(kr − 1

2 ℓπ)]

r → 0

- “initial” condition given at the origin (regularity)

- asymptotic behavior of solution

r → ∞

- Jost function

[ 1
r2

d
dr

r2 d
dr

+ k2 −
ℓ(ℓ + 1)

r2
− 2μV(r)] ℛk,ℓ(r) = 0

- radial Schrödinger equation

Rk,ℓ(r)

- by comparing asymptotic behavior

Rk,ℓ(r) =
1

|𝒥ℓ(k) |
ℛk,ℓ(r) Sℓ(k) = e2iδℓ(k) =

𝒥ℓ(−k)
𝒥ℓ(k)

Sℓ(k) =
1

|𝒥ℓ(k) |2

AK, Matsumoto and 
Watanabe, in progress

AK, Kuwahara and 
Patel, JHEP, 2023
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Figure 2: Scattering length a0 and e↵ective range re,0 for s-wave scattering in the Yukawa
potential as a function of b in unit of �. Since the scattering length diverges at b = 1.680,
we put the mark for the point on the b-axis.

Figure 3: s-wave phase shift and cross section under the Yukawa potential. (left): Phase
shift of s-wave scattering for given b as a function of k/m�. (right): Cross section in unit
of m� for given b as a function of k/m�.

shift Eq. (5). First, we discuss the s-wave scattering process and annihilation process.
Similarly to the previous section, we choose four reference points, which are marked in
Fig. 2: b = 1.678 (N) just below the resonance, b = 1.680 (⌅) on the resonance, b = 1.682
( ) just above the resonance, and b = 4.466 (⌥) on the the first anti-resonance. As
expected from the fact that the Hulthén potential approximates the Yukawa potential
for s-wave processes, Fig. 2 shows that the e↵ective-range theory parameters a0 and re,0
behave similarly to these in Hulthén potential, given by Fig. 10. The scattering length
a0 is negative for b = 1.678, is positive for b = 1.682, is infinite for b = 1.680, and is zero
for b = 4.466. The e↵ective range re,0 is always positive, in particular, for all reference
points.

Figs. 3 and 4 display the s-wave phase shift �, cross section �, and the Sommerfeld
enhancement factor S0. The k-dependence of each quantities is very similar to that in the
case of the Hulthén potential. We also necessary to know the position of the poles for the
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Correlation

- resonant enhancement occur
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Figure 1: Self-scattering cross section � (in unit ofm�) and the Sommerfeld enhancement
factor S for s-wave processes in the Yukawa potential as a function of b.

to the asymptotic solution at r = ri (where �`(kri) = 1), we obtain the Sommerfeld
enhancement factor.

S` = |B`|
2 =

����
(2`+ 1)!!

A`(kri)`+1

����
2

. (9)

We show the resonant self-scattering s-wave cross section and Sommerfeld enhance-
ment factor for s-wave annihilation process in Fig. 1. We define the dimensionless parame-
ters, a ⌘ vrel/2↵ and b ⌘ ↵m�/m�. Both the scattering cross section and the Sommerfeld
enhancement factor resonantly enhance in low velocity (i.e. low a), and we can find that
the resonant points for both quantities coincide with each other. In the following sec-
tions, we clarify the underlying reason why these resonant points are closely associated
with each other.

3 Watson’s Theorem

The annihilation of DM � is induced via an operator ⇥�, and we introduce the form factor
as

�(k2 + i✏) ⌘ h0|⇥�|��, ini , (10)

where k denotes the relative three-momentum, and |��, ini denotes an in state for the
initial two-body system. When the system has time inversion invariance, by inserting the
complete set of out states, we can rewrite the form factor as follows.

h0|⇥�|��, ini = e2i��(k2 + i✏)⇤ , (11)

4

Zero-energy resonances

Effective range theory

k2ℓ+1 cot δℓ → −
1

aℓ2ℓ+1
+

1
2re,ℓ2ℓ−1

k2

- scattering length
- effective range

AK, Kuwahara and 
Patel, JHEP, 2023

- on resonance

- shallow virtual level

- shallow bound state
- non-normalizable

- pole of scattering amplitude

a0 → ∞
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Figure 2: Analytic structure of the amplitude of DM annihilation in complex k
2 plane: (left)

the first Riemann sheet (Im(k) > 0), (right) the second Riemann sheet (Im(k) < 0).

bound states in the first Riemann sheet of the k
2-plane as shown in Fig. 2. There may also be

virtual levels and resonances (unstable states) in the second Riemann sheet. The amplitude �`

is a real function when the system has the time inversion invariance.
When the system has time-inversion invariance, by inserting the complete set of out states,

we can rewrite the amplitude as follows.2

�`(k
2 + i✏) = h0|⇥�| 

�
` ih 

�
` | 

+
` i = e

2i�`�`(k
2
� i✏) = e

2i�`�`(k
2 + i✏)⇤ . (17)

Here, e2i�` originates from the S-matrix element:

e
2i�` = h �

` | 
+
` i , (18)

and �` is the phase shift of the �� ! �� scattering process. This indicates that the discon-
tinuity of the amplitude is given by the scattering phase �`, which is known as the Watson’s
theorem [23]. The analytic solution of Eq. (17) is known as the Omnès solution [27, 28]. The
form of the solution is given by

�`(k
2 + i✏) = F`(k

2)e!`(k2)+i�`(k) ,

F`(k
2) =

Y

b

k
2

k2 + 
2
b

, !`(k
2) =

1

⇡

1

–

Z

0

�`(p)

p2 � k2
dp

2
.

(19)

Here, F`(k2) is a real rational function, which is responsible for the pole structure of �`(k2)
in the first Riemann sheet in Fig. 2, namely the bound states.3 b denotes the label of bound
states. In the presence of bound states in the �� ! �� scattering, F`(k2) has poles along
the positive imaginary axis on the complex k plane. For instance, F`(k2) is proportional to

2Some readers may be familiar with this theorem in the following form.

Im�`(k
2 + i✏) = T ⇤

` ��`(k
2 + i✏) . (16)

Here, T -matrix element relates with the scattering phase shift as 1 + 2i�T` = e2i�` . 2� denotes the relative
velocity of the two-body state.

3We may also have resonances, but these contributions are somehow automatically incorporated in the Omnès
function as we will see later.

6
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Omnès solution
Annihilation matrix element

ωℓ(k2) =
1
π ∫

∞

0
dq2 δℓ(q)

q2 − k2

Γℓ(k2) =
1

𝒥ℓ(k2)
= Ωℓ(k2)Fℓ(k2)

- rational function reproducing bound-state poles 

Ωℓ(k2) = exp[ωℓ(k2)]

- reproducing the brunch cut

Fℓ(k2) = ∏
bℓ

k2

k2 + κ2
b,ℓ

- numerator is chosen so that no singularity at k → 0

AK, Kuwahara and 
Patel, JHEP, 2023

- analytic continuation to complex momentum

- discussed next
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Levinson theorem

- # of bound states is given by phase shift

δℓ(k → 0) − δℓ(k → ∞) = [#bℓ (+
1
2 )] π

- only for s-wave zero-
energy resonances

- zero in our 
normalization

Weinberg, “Lectures on 
Quantum Mechanics”

- excluding virtual levels

Omnès solution

          behavior

- Omnès function is singular with the power of # of bound states

Re[ωℓ(k2 + iϵ)] =
1
π ⨍

∞

0
dq2 δℓ(q)

q2 − k2 k → 0→ − [#bℓ (+
1
2 )] ln(k2/Λ2)

Γℓ(k2 + iϵ) = exp[ωℓ(k2 + iϵ)]Fℓ(k2)

k → 0

∝
Fℓ(k2)

k2#bℓ(+1)
k → 0

Fℓ(k2) = ∏
bℓ

k2

k2 + κ2
b,ℓ

∝ k2#bℓ k → 0
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Figure 6: Same as Fig. 4, but for the parameter b near (on) the resonance. Di↵erent line
colors correspond to di↵erent choices of b for s-wave (p-wave): b = 1.680 (b = 9.082) for
on the first resonance, b = 1.678/b = 1.682 (b = 9.081/b = 9.083) for below/above the
first resonance.

|a`| ! 1. Therefore, as for the first resonance, we can use the same function F (k2) given
by Eq. (17) with the zero-energy bound state b ! 0, in other words F (k2) = 1.

We compare the Sommerfeld enhancement factors near the first resonance, computed
in two di↵erent ways, in Fig. 6. These factors accurately coincide with each other. In
particular, the scaling of the factor can be found only from the Omnès function and the
Levinson’s theorem. From the Levinson’s theorem, we find the phase shift at k = 0.
Similarly to the previous section, !0(k2) logarithmically diverges near k2 = 0, and the
factor for the s-wave resonance results in

e!0(k2) '

✓
⇤2

k2

◆�0(0)/⇡

=
⇤

k
, (21)

in the small k2 limit. Meanwhile, the factor for the p-wave resonance scales as e!0(k2) '

⇤2/k2.

6 Conclusion
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Zero-energy resonances
No cancellation

- s-wave 1st resonance

k → 0 Γ0(k2) = exp[ω0(k2)]F0(k2) ∝
1
k

k → 0

∝
1
k2

AK, Kuwahara and 
Patel, JHEP, 2023

Re[ω0(k2 + iϵ)] → −
1
2

ln(r2
e,0k2)

F0(k2) = 1- only zero energy “virtual” level
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����

Figure 7: Sommerfeld enhancement factors for given b as a function of k/m�. S from
the analytic form is shown as black-solid lines, while S from the phase shift and Watson’s
theorem is shown as colored-dashed lines.

previous cases, we choose the function F (k2) = 1 for b below the first resonance and for
b on the first resonance.

5 Conclusion
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A Hulthén Potential

In this section, we consider two-body system under the attractive Hulthén potential

V (r) = �
↵m⇤e�m⇤r

1� e�m⇤r
. (18)

This potential approximates the Yukawa potential for ` = 0: this scales as 1/r at short
distances, and the force mediated by the potential is screened at large distances. m⇤
denotes the screening mass, and hence we assume that m⇤ is related to m� as m⇤ = m�

with an O(1) coe�cient . One of the advantages of the Hulthén potential is that the
Schrödinger equation with the potential is analytically solvable.

We can find the analytic form of the phase shift of s-wave scattering under the Hulthén
potential Eq. (18). Defining a ⌘ vrel/2↵ and c ⌘ ↵m�/m⇤, in the large distance limit
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first resonance.

|a`| ! 1. Therefore, as for the first resonance, we can use the same function F (k2) given
by Eq. (17) with the zero-energy bound state b ! 0, in other words F (k2) = 1.

We compare the Sommerfeld enhancement factors near the first resonance, computed
in two di↵erent ways, in Fig. 6. These factors accurately coincide with each other. In
particular, the scaling of the factor can be found only from the Omnès function and the
Levinson’s theorem. From the Levinson’s theorem, we find the phase shift at k = 0.
Similarly to the previous section, !0(k2) logarithmically diverges near k2 = 0, and the
factor for the s-wave resonance results in

e!0(k2) '

✓
⇤2

k2

◆�0(0)/⇡

=
⇤

k
, (21)
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∝
1
k4

- unstable resonance

#b1 = 1- p-wave 1st resonance

k → 0 Re[ω1(k2)] → − ln(r2
e,1k

2)

- zero energy bound state F1(k2) =
k2

k2
= 1

k → 0 Γ1(k2) = exp[ω1(k2)]F1(k2) ∝
1
k2

#b0 = 0
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Zero-energy resonances
Unitarity violation

S0(k2) ∝
1
k2

Sℓ≥1(k2) ∝
1
k4

- on s- and p-waves zero-energy resonances, partial-wave 
Unitarity is violated at low velocity 

(σℓ,annvrel) = Sℓ(σ(0)
ℓ,annvrel) (σ(0)

ℓ,annvrel) ∝ k2ℓ (σUni
ℓ,annvrel) =

π
μk

- because we ignored a contact interaction including 
annihilation when solving the Schrödinger equation

Self-consistent solution Blum, Sato and Slatyer, JHEP, 2016

Parikh, Sato and Slatyer, arXiv:2410.18168

AK, Matsumoto and Watanabe, in progress

- incorporating contact interaction is 
not as easy as one expects

- mathematical fact: there is no bounded wave function if a 
potential is singular than the centrifugal one 

V ⊃ uδ3( ⃗x)
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Full scattering state
Linear combination of regular and singular solutions 

- singular solution we introduce now

R̃k,ℓ(r) = 𝒜ℓ(k)ℛk,ℓ(r) + ℬℓ(k)𝒮k,ℓ(r)

- regular solution we discussed before

𝒮k,ℓ(r) → kyℓ(kr) ≈ − k
(2ℓ − 1)!!

(kr)ℓ+1 r → 0

𝒮k,ℓ(r) → −
1
2r [𝒦ℓ(k)e−i(kr − 1

2 ℓπ) + 𝒦ℓ(−k)ei(kr − 1
2 ℓπ)] r → ∞

- one combination of two unknown coefficients is fixed by 
requirement of in-coming wave

r → ∞R̃k,ℓ(r) →
i

2r [e−i(kr − 1
2 ℓπ) − Sℓ(k)ei(kr − 1

2 ℓπ)]
𝒜ℓ(k)𝒥ℓ(k) + iℬℓ(k)𝒦ℓ(k) = 1 Sℓ(k) =

𝒥ℓ(−k)
𝒥ℓ(k) [1 − iℬℓ(k)𝒦ℓ(k)] − iℬℓ(k)𝒦ℓ(−k)

AK, Matsumoto and 
Watanabe, in progress

- valid except for the origin
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Full scattering state
The other combination is fixed by renormalization condition

R̃k,ℓ(r) = ℬℓ(k)([pℓ(k) − k2ℓ+1 i𝒦ℓ(k)
𝒥ℓ(k) ]

ℛk,ℓ(r)
k2ℓ+1

+ 𝒮k,ℓ(r))ℬℓ(k) =
k2ℓ+1

pℓ(k)𝒥ℓ(k)

- potential has delta-function (contact) term

V ⊃ uδ3( ⃗x)

- cancellation between them leads to renormalization condition

pℓ(k) − k2ℓ+1 i𝒦ℓ(k)
𝒥ℓ(k)

+
d2ℓ+1

dr2ℓ+1 [ (kr)ℓ

(2ℓ)!!
r𝒮k,ℓ](0)

= pℓ(k0) − k2ℓ+1
0

i𝒦ℓ(k0)
𝒥ℓ(k0)

+
d2ℓ+1

dr2ℓ+1 [ (k0r)ℓ

(2ℓ)!!
r𝒮k0,ℓ](0)

- renormalization scale

- kinetic term of singular solution has contact term at the origin

(−
∇2

2μ ) 1
r

=
4π
2μ

δ3( ⃗x)
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Full scattering state
S-matrix

Sℓ(k) =
𝒥ℓ(−k)
𝒥ℓ(k)

pℓ(k) − k2ℓ+1 i𝒦ℓ(k)
𝒥ℓ(k)

−k2ℓ+1 i𝒦ℓ(−k)
𝒥ℓ(−k)

pℓ(k)

- by considering large k, one can determine the renormalized 
constant by UV cross sections 

4π
|pℓ(k) |2 =

σℓ
sc,0

(2ℓ + 1)k4ℓ Im
4π

pℓ(k)
≈ −

σℓ
ann,0

(2ℓ + 1)k2ℓ−1

Figure 1: SE vs m→/M for the Hulthén potential. Left: naive SE given by S(v) of Eq. (50),
corresponding to the usual computation in the literature. The regulated SE computed from
Eq.(40) is superimposed, but the difference from the usual method is invisible on the scale of
the plot. Right: zoom-in on one of the resonant SE peaks. The regulated SE obtained from
Eq.(40) is the smooth lower curve below the sharp peak of the naive S(v). For this plot, we
took α = 1, v = 10−6, and short-range annihilation and elastic cross sections σv0 = 1/(32πM2)
and σsc,0 = (µ2σv0/4π)σv0.

Figure 2: SE vs v for the Hulthén potential near a resonance peak. The partial-wave unitarity
limit for s-wave annihilation, σv < π/(µ2v) corresponding to SEmax = π/(µ2σv0v), is shown
by the dashed line. The naive S(v) goes above the limit at small velocities. The regulated
SE saturates the limit and stays below it. For this plot, we took m→ = 0.0625M , α = 1, and
short-range annihilation and elastic cross sections σv0 = 1/(32πM2) and σsc,0 = (µ2σv0/4π)σv0.

11

Unitarized Sommerfeld enhancement factor

non-Unitarized

Unitarized
Unitarity bound

Blum, Sato and Slatyer, JHEP, 2016
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Full scattering state
Bound state with decay width

- bound state is a pole of S-matrix 

- non-Unitarized S-matrix has a pole at pure imaginary momentum

𝒥ℓ(k = iκ) = 0

- one can find the correction to the pole from Unitarized S-matrix by 
using properties of Jost function

ImEB = −
1

2(4π)
σℓ

ann,0v
(2ℓ + 1)p2ℓ

(2ℓ + 1)!!
ℓ!

dℓRℓ
B

drℓ
(0)

2

ReEB = −
κ2

2μ
+

1
2(4π)μ

η
4πσℓ

sc,0

(2ℓ + 1)p4ℓ
− (

σℓ
ann,0

(2ℓ + 1)p2ℓ−1 )
2

(2ℓ + 1)!!
ℓ!

dℓRℓ
B

drℓ
(0)

2

AK, Matsumoto and 
Watanabe, in progress
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Summary
Long-range force of dark matter

- Sommerfeld enhancement and self-scattering cross section

This talk

- zero-energy resonances lead to violation of partial-wave 
Unitarity for s- and p-waves

- Unitarization requires full scattering state incorporating contact 
interaction

- indirect detection and structure formation
- they are correlated

- Omnès solution

- renormalization

- Unitarized S-matrix has a bound state pole with decay width
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Thank you
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Analytic property

Complex momentum squared

Γℓ(k2) =
1

𝒥ℓ(k2)

χ

χ
ϕ …

×… ×
×

…

Figure 2: Analytic structure of the amplitude of DM annihilation in complex k
2 plane: (left)

the first Riemann sheet (Im(k) > 0), (right) the second Riemann sheet (Im(k) < 0).

bound states in the first Riemann sheet of the k
2-plane as shown in Fig. 2. There may also be

virtual levels and resonances (unstable states) in the second Riemann sheet. The amplitude �`

is a real function when the system has the time inversion invariance.
When the system has time-inversion invariance, by inserting the complete set of out states,

we can rewrite the amplitude as follows.2

�`(k
2 + i✏) = h0|⇥�| 

�
` ih 

�
` | 

+
` i = e

2i�`�`(k
2
� i✏) = e

2i�`�`(k
2 + i✏)⇤ . (17)

Here, e2i�` originates from the S-matrix element:

e
2i�` = h �

` | 
+
` i , (18)

and �` is the phase shift of the �� ! �� scattering process. This indicates that the discon-
tinuity of the amplitude is given by the scattering phase �`, which is known as the Watson’s
theorem [23]. The analytic solution of Eq. (17) is known as the Omnès solution [27, 28]. The
form of the solution is given by

�`(k
2 + i✏) = F`(k

2)e!`(k2)+i�`(k) ,

F`(k
2) =

Y

b

k
2

k2 + 
2
b

, !`(k
2) =

1

⇡

1

–

Z

0

�`(p)

p2 � k2
dp

2
.

(19)

Here, F`(k2) is a real rational function, which is responsible for the pole structure of �`(k2)
in the first Riemann sheet in Fig. 2, namely the bound states.3 b denotes the label of bound
states. In the presence of bound states in the �� ! �� scattering, F`(k2) has poles along
the positive imaginary axis on the complex k plane. For instance, F`(k2) is proportional to

2Some readers may be familiar with this theorem in the following form.

Im�`(k
2 + i✏) = T ⇤

` ��`(k
2 + i✏) . (16)

Here, T -matrix element relates with the scattering phase shift as 1 + 2i�T` = e2i�` . 2� denotes the relative
velocity of the two-body state.

3We may also have resonances, but these contributions are somehow automatically incorporated in the Omnès
function as we will see later.
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Here, e2i�` originates from the S-matrix element:

e
2i�` = h �
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and �` is the phase shift of the �� ! �� scattering process. This indicates that the discon-
tinuity of the amplitude is given by the scattering phase �`, which is known as the Watson’s
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2
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Here, F`(k2) is a real rational function, which is responsible for the pole structure of �`(k2)
in the first Riemann sheet in Fig. 2, namely the bound states.3 b denotes the label of bound
states. In the presence of bound states in the �� ! �� scattering, F`(k2) has poles along
the positive imaginary axis on the complex k plane. For instance, F`(k2) is proportional to

2Some readers may be familiar with this theorem in the following form.

Im�`(k
2 + i✏) = T ⇤

` ��`(k
2 + i✏) . (16)

Here, T -matrix element relates with the scattering phase shift as 1 + 2i�T` = e2i�` . 2� denotes the relative
velocity of the two-body state.

3We may also have resonances, but these contributions are somehow automatically incorporated in the Omnès
function as we will see later.

6

- 1st Riemann sheet Im(k) > 0

- 2nd Riemann sheet Im(k) < 0

× anti-resonances

- brach cut along real (physical) axis

- known as Watson theorem 
(kind of optical theorem)

- bound states

Γℓ(k2 + iϵ) = e2iδℓ(k)Γℓ(k2 − iϵ)
- real    k2

- unstable

Γ*ℓ(k2) = Γℓ(k2*)

- “real” complex function



- w/o 
potential
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Levinson theorem

- # of bound states is given by phase shift

- underlying idea

δℓ(k → 0) − δℓ(k → ∞) = [#bℓ (+
1
2 )] π

- zero in our 
normalization

- consider the system confined 
in a large sphere

- scattering states are 
discretized (countable infinity)

- decrease in # of scattering 
states = # of bound states

- total number does not change

kR −
1
2

ℓπ + δℓ = nπ
Rkℓ(r) →

sin(kr − 1
2 ℓπ + δℓ)

r
r → ∞

n = 0, ± 1, ± 2…

- w/ 
potential

kR

Weinberg, “Lectures on 
Quantum Mechanics”

π π
0

k > 0
2π

- excluding virtual levels

Omnès solution

- only for s-wave zero-
energy resonances
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Figure 4: Sommerfeld enhancement factors for given b as a function of k/m�: (left) for
s-wave, while (right) for p-wave. S from direct computation is shown as black-solid lines,
while S from the phase shift and the Omnès function is shown as colored-dashed lines.

is applicable to the form of F (k2), namely F (k2) = 1, for any b below the first resonance,
where the phase shift approaches to zero in two limits k2

! 0 and k2
! 1.

Concerning the anti-resonance points marked as ⌥ in Fig. 2, the phase shift approaches
to ⇡ in small k. Therefore, !0(k2) logarithmically diverges near k2 = 0, and results in

e!0(k2) '

✓
⇤2

k2

◆�0(0)/⇡

=
⇤2

k2
, (16)

in the small k2 limit with a mass-dimension one parameter ⇤ ⇠ r�1
e,0 . As described in

the next section, the total change of the phase shift in energy is strongly related with
the number of bound states. There is a bound state for b = 4.466. In order to take into
account the bound state (at k = ib), we choose the rational function to be

F (k2) =
k2

k2 + 2
b

, (17)

which satisfies F (k2
! 1) = 1. This choice of the function F is applicable even for any

b between the first and the second resonances (with a proper choice of b for each b).
Fig. 4 shows the Sommerfeld enhancement factors computed in two di↵erent ways: S0

computed directly via Eq. (9) shown as black-solid lines, and S0 computed with the Omnès
function shown as color-dashed lines. Concerning b = 4.466, we choose the position of a
bound state to be b = 1.32m�. We find that two S0 accurately coincide with each other
even though the computation methods are di↵erent.

8
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Omnès solution
Yukawa potential

- s-wave
▼▼

▲▲

■■

●●

◆◆▽▽
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Figure 2: Scattering length a0 and e↵ective range re,0 for s-wave scattering in the Yukawa
potential as a function of b in unit of �. Since the scattering length diverges at b = 1.680,
we put the mark for the point on the b-axis.

Figure 3: s-wave phase shift and cross section under the Yukawa potential. (left): Phase
shift of s-wave scattering for given b as a function of k/m�. (right): Cross section in unit
of m� for given b as a function of k/m�.

shift Eq. (5). First, we discuss the s-wave scattering process and annihilation process.
Similarly to the previous section, we choose four reference points, which are marked in
Fig. 2: b = 1.678 (N) just below the resonance, b = 1.680 (⌅) on the resonance, b = 1.682
( ) just above the resonance, and b = 4.466 (⌥) on the the first anti-resonance. As
expected from the fact that the Hulthén potential approximates the Yukawa potential
for s-wave processes, Fig. 2 shows that the e↵ective-range theory parameters a0 and re,0
behave similarly to these in Hulthén potential, given by Fig. 10. The scattering length
a0 is negative for b = 1.678, is positive for b = 1.682, is infinite for b = 1.680, and is zero
for b = 4.466. The e↵ective range re,0 is always positive, in particular, for all reference
points.

Figs. 3 and 4 display the s-wave phase shift �, cross section �, and the Sommerfeld
enhancement factor S0. The k-dependence of each quantities is very similar to that in the
case of the Hulthén potential. We also necessary to know the position of the poles for the

6

- Omnès solution agrees with direct 
computation from scattering state

- with proper           F0(k2)

��� � � ��

���

���

���

���

Figure 2: Scattering length a0 and e↵ective range re,0 for s-wave scattering in the Yukawa
potential as a function of b in unit of �. Since the scattering length diverges at b = 1.680,
we put the mark for the point on the b-axis.

Figure 3: s-wave phase shift and cross section under the Yukawa potential. (left): Phase
shift of s-wave scattering for given b as a function of k/m�. (right): Cross section in unit
of m� for given b as a function of k/m�.

shift Eq. (5). First, we discuss the s-wave scattering process and annihilation process.
Similarly to the previous section, we choose four reference points, which are marked in
Fig. 2: b = 1.678 (N) just below the resonance, b = 1.680 (⌅) on the resonance, b = 1.682
( ) just above the resonance, and b = 4.466 (⌥) on the the first anti-resonance. As
expected from the fact that the Hulthén potential approximates the Yukawa potential
for s-wave processes, Fig. 2 shows that the e↵ective-range theory parameters a0 and re,0
behave similarly to these in Hulthén potential, given by Fig. 10. The scattering length
a0 is negative for b = 1.678, is positive for b = 1.682, is infinite for b = 1.680, and is zero
for b = 4.466. The e↵ective range re,0 is always positive, in particular, for all reference
points.

Figs. 3 and 4 display the s-wave phase shift �, cross section �, and the Sommerfeld
enhancement factor S0. The k-dependence of each quantities is very similar to that in the
case of the Hulthén potential. We also necessary to know the position of the poles for the
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Figure 3: Phase shift and cross section under the Yukawa potential for s-wave processes
(solid) and p-wave processes (dashed). (left): Phase shift for given b as a function of
k/m�. (right): Cross section in unit of m� for given b as a function of k/m�.

range is positive (re,0 > 0). The e↵ective range theory Eq. (6) tells us that �0 ! +0 in
two limits k ! 0 and large k and that �0 is maximized at k ' (�a0re,0)�1/2. We show the
behavior of the phase shift in the left panel of Fig. 3 as a gray-solid line. We also show the
scattering cross section (in unit of m2

�) in the right panel. The cross section approaches
to a constant value � ⇠ 4⇡a20 in small k limit. Meanwhile, for b = 4.466, the phase shift
approaches to ⇡ in small k, shown as a purple-solid line in the left panel of Fig. 3. More
precisely, in the small k limit, the phase shift behaves as �0 ' ⇡ � b30k

3 with b0 being a
negative mass-dimension parameter. From the k-dependence of the phase shift, we obtain
the k-scaling of the cross section as k4 at small k.

In Fig. 3, we also show the phase shift and the cross section for the p-wave scattering
as dashed lines. For b = 6.0, the scattering length is negative while the e↵ective range
is positive, and �1 is maximized at k ' (�re,1/a31)

1/2. The phase shift scales as cot �1 '

(�a1k)�3 for small k, and hence the cross section scales as k4 at small k. Meanwhile,
for b = 10.6997, the phase shift behaves as �1 ' ⇡ � b51k

5 with b1 being a negative mass-
dimension parameter, shown as a purple-dashed line in the left panel of Fig. 3. The cross
section scales as k8 from the k-dependence of the phase shift at small k.

We determine the form of the Omnès function Eq. (14), in particular the form of
F (k2). Concerning the points marked as H, there is no contribution near k2 = 0 because
of � ! +0 in the limit of k2

! 0. Since ` 2 [1/re , (�1/a)] dominates the integral given
by Eq. (14), !(k2) goes to a non-zero finite value in small k. The DM form factor also
goes to a finite value in the limit, and thus we can choose a constant value for F (k2),
F (k2) = F (0). Meanwhile, in the limit of k2

! 1, �0(k2
! 1) = 0 gives !(k2) to be

zero, which implies F (k2
! 1) = 1 for satisfying �(k2

! 1) = 1. Therefore, we set
F (k2) = 1 for b = 1.0 (s-wave) and b = 6.0 (p-wave). We determine the form of F (k2) by
the use of the behavior of the phase shift with specific values b. However, our consideration

7

∝ k4
∝ k8

AK, Kuwahara and 
Patel, JHEP, 2023



��-� ��-� ��� ���

���

���

���

����

Figure 6: Same as Fig. 4, but for the parameter b near (on) the resonance. Di↵erent line
colors correspond to di↵erent choices of b for s-wave (p-wave): b = 1.680 (b = 9.082) for
on the first resonance, b = 1.678/b = 1.682 (b = 9.081/b = 9.083) for below/above the
first resonance.

|a`| ! 1. Therefore, as for the first resonance, we can use the same function F (k2) given
by Eq. (17) with the zero-energy bound state b ! 0, in other words F (k2) = 1.

We compare the Sommerfeld enhancement factors near the first resonance, computed
in two di↵erent ways, in Fig. 6. These factors accurately coincide with each other. In
particular, the scaling of the factor can be found only from the Omnès function and the
Levinson’s theorem. From the Levinson’s theorem, we find the phase shift at k = 0.
Similarly to the previous section, !0(k2) logarithmically diverges near k2 = 0, and the
factor for the s-wave resonance results in

e!0(k2) '

✓
⇤2

k2

◆�0(0)/⇡

=
⇤

k
, (21)

in the small k2 limit. Meanwhile, the factor for the p-wave resonance scales as e!0(k2) '

⇤2/k2.

6 Conclusion
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Figure 5: Phase shift and cross section near the first resonance. (top): Phase shifts of
s-wave scattering (left) and p-wave scattering (right) for given b as a function of k/m�.
(bottom): Cross section of s-wave scattering (left) and p-wave scattering (right) in unit
of m� for given b as a function of k/m�. The black-dashed line in the bottom-right panel
shows the cross section � ' 3⇥ 4⇡/k2.

given in terms of the scattering phase shift as follows.

f` =
e2i�` � 1

2ik
=

1

k cot �` � ik
. (19)

Both the scattering length a0 and the e↵ective range re,0 are positive just above the
resonance for s-wave. The pole k = ib for s-wave is found as a function of the e↵ective-
range parameters as follows.

b =
1

re,0

✓
1�

r
1�

2re,0
a0

◆
. (20)

Concerning for p-wave, the scattering length a1 is positive and the e↵ective range re,1
is negative just above the resonance, and we find the pole is approximated as b '

(�2re,1/a31)
1/2 when |re,1| ⌧ a1. This method for determining poles is valid as far as

b . |re,`|�1, otherwise the higher order of k2 in the e↵ective range theory can be required.
For both s- and p-wave, the bound state can be a zero-energy bound state, b ! 0, as
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Figure 5: Scattering length (left) and e↵ective range (right) for p-wave scattering in the
Yukawa potential as a function of b in unit of �.

Figure 6: p-wave phase shift and cross section under the Yukawa potential. (left): Phase
shift of p-wave scattering for given b as a function of k/m�. (right): Cross section in unit of
m� for given b as a function of k/m�. The black-dashed line corresponds to � = 3⇥4⇡/k2.

cot �1 ' (2kre,1)�1
! �1, and �1 ! ⇡ at small k. The top panel of Fig. 6 shows the

k/m� dependence of the phase shift.
We also plot the p-wave cross section � in the bottom panel of Fig. 6. As for the

o↵-resonance, the phase shift scales as cot �1 ' (�a1k)�3 for small k, and hence the cross
section scales as k4 at small k. On the other hand, as for the on-resonance, the shift
scales as cot �1 ' (2kre,1)�1 for small k, and therefore the cross section is constant at
small k. The cross section sharply enhances at a certain k for b = 9.081. Since the
e↵ective range theory is applicable on this point and both re,1 and a1 are negative, the
phase shift takes a value of �1 = ⇡/2 at k = (2re,1/a31)

1/2. In other words, we find the
cross section takes the maximum value � ' 3 ⇥ 4⇡/k2 (depicted as black-dashed line in
Fig. 6) at k = (2re,1/a31)

1/2.
Now, let us compare the Sommerfeld enhancement factors computed in two di↵erent

ways. In Fig. 7, we plot the Sommerfeld enhancement factor directly computed via Eq. (9)
(black lines) and that computed via the Omnès function (colored-dashed lines). As with
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Figure 2: (top): Scattering length a0 and e↵ective range re,0 for s-wave scattering in the
Yukawa potential as a function of b in unit of �. Since the scattering length diverges at
b = 1.680, we put the mark for the point on the b-axis. (bottom): Same as top panels,
but for p-wave processes. We put the mark for the point b = 9.082 on the b-axis.

4 Comparison of Sommerfeld Enhancement Factors

Let us now compare the Sommerfeld enhancement factor computed in two di↵erent ways:
directly computed via Eq. (9) and computed using the Omnès function [Eq. (15)] for given
phase shift Eq. (5). In this section, we consider s- and p-wave scattering and annihilation
that are away from resonances, while we consider them near (on) the resonances in the
next section.

First, we discuss the s-wave scattering process. The top panels of Fig. 2 shows the
e↵ective range parameters for s-wave, scattering length a0 and e↵ective range re,0. We
choose two reference points, which are marked in the top-left panel of Fig. 2: b = 1.0
(H) and b = 4.466 (⌥) on the first anti-resonance. We discuss the parameters near (on)
the first resonance in the next section; b = 1.678 (N), b = 1.680 (⌅), and b = 1.682
( ). Concerning the p-wave process, we also choose two reference points, which are
marked in the bottom-left panel of Fig. 2: b = 6.0 (H) and b = 10.6997 (⌥) on the first
anti-resonance. As with the s-wave case, we discuss the parameters near (on) the first
resonance in the next section; b = 9.081 (N), b = 9.082 (⌅), and b = 9.083 ( ). In the
bottom-right panel, we show the e↵ective range as a function of b, and we use di↵erent
colors for depicting connected lines. We note that the e↵ective range theory does not
work for b = 4.466 (s-wave) and b = 10.6997 (p-wave) since the scattering length vanishes
at the anti-resonances.

Now, we discuss the phase shift and the cross section for s- and p-wave scattering. For
s-wave scattering with b = 1.0, the scattering length is negative (a0 < 0) and the e↵ective

6

��-� ��-� ��� ���
���

���

���

���

���

���

Figure 4: Sommerfeld enhancement factors for given b as a function of k/m�: (left) for
s-wave, while (right) for p-wave. S from direct computation is shown as black-solid lines,
while S from the phase shift and the Omnès function is shown as colored-dashed lines.

is applicable to the form of F (k2), namely F (k2) = 1, for any b below the first resonance,
where the phase shift approaches to zero in two limits k2

! 0 and k2
! 1.

Concerning the anti-resonance points marked as ⌥ in Fig. 2, the phase shift approaches
to ⇡ in small k. Therefore, !0(k2) logarithmically diverges near k2 = 0, and results in

e!0(k2) '

✓
⇤2

k2

◆�0(0)/⇡

=
⇤2

k2
, (16)

in the small k2 limit with a mass-dimension one parameter ⇤ ⇠ r�1
e,0 . As described in

the next section, the total change of the phase shift in energy is strongly related with
the number of bound states. There is a bound state for b = 4.466. In order to take into
account the bound state (at k = ib), we choose the rational function to be

F (k2) =
k2

k2 + 2
b

, (17)

which satisfies F (k2
! 1) = 1. This choice of the function F is applicable even for any

b between the first and the second resonances (with a proper choice of b for each b).
Fig. 4 shows the Sommerfeld enhancement factors computed in two di↵erent ways: S0

computed directly via Eq. (9) shown as black-solid lines, and S0 computed with the Omnès
function shown as color-dashed lines. Concerning b = 4.466, we choose the position of a
bound state to be b = 1.32m�. We find that two S0 accurately coincide with each other
even though the computation methods are di↵erent.
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Figure 3: Phase shift and cross section under the Yukawa potential for s-wave processes
(solid) and p-wave processes (dashed). (left): Phase shift for given b as a function of
k/m�. (right): Cross section in unit of m� for given b as a function of k/m�.

range is positive (re,0 > 0). The e↵ective range theory Eq. (6) tells us that �0 ! +0 in
two limits k ! 0 and large k and that �0 is maximized at k ' (�a0re,0)�1/2. We show the
behavior of the phase shift in the left panel of Fig. 3 as a gray-solid line. We also show the
scattering cross section (in unit of m2

�) in the right panel. The cross section approaches
to a constant value � ⇠ 4⇡a20 in small k limit. Meanwhile, for b = 4.466, the phase shift
approaches to ⇡ in small k, shown as a purple-solid line in the left panel of Fig. 3. More
precisely, in the small k limit, the phase shift behaves as �0 ' ⇡ � b30k

3 with b0 being a
negative mass-dimension parameter. From the k-dependence of the phase shift, we obtain
the k-scaling of the cross section as k4 at small k.

In Fig. 3, we also show the phase shift and the cross section for the p-wave scattering
as dashed lines. For b = 6.0, the scattering length is negative while the e↵ective range
is positive, and �1 is maximized at k ' (�re,1/a31)

1/2. The phase shift scales as cot �1 '

(�a1k)�3 for small k, and hence the cross section scales as k4 at small k. Meanwhile,
for b = 10.6997, the phase shift behaves as �1 ' ⇡ � b51k

5 with b1 being a negative mass-
dimension parameter, shown as a purple-dashed line in the left panel of Fig. 3. The cross
section scales as k8 from the k-dependence of the phase shift at small k.

We determine the form of the Omnès function Eq. (14), in particular the form of
F (k2). Concerning the points marked as H, there is no contribution near k2 = 0 because
of � ! +0 in the limit of k2

! 0. Since ` 2 [1/re , (�1/a)] dominates the integral given
by Eq. (14), !(k2) goes to a non-zero finite value in small k. The DM form factor also
goes to a finite value in the limit, and thus we can choose a constant value for F (k2),
F (k2) = F (0). Meanwhile, in the limit of k2

! 1, �0(k2
! 1) = 0 gives !(k2) to be

zero, which implies F (k2
! 1) = 1 for satisfying �(k2

! 1) = 1. Therefore, we set
F (k2) = 1 for b = 1.0 (s-wave) and b = 6.0 (p-wave). We determine the form of F (k2) by
the use of the behavior of the phase shift with specific values b. However, our consideration
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Figure 7: Sommerfeld enhancement factors for given b as a function of k/m�. S from
the analytic form is shown as black-solid lines, while S from the phase shift and Watson’s
theorem is shown as colored-dashed lines.

previous cases, we choose the function F (k2) = 1 for b below the first resonance and for
b on the first resonance.

5 Conclusion
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A Hulthén Potential

In this section, we consider two-body system under the attractive Hulthén potential

V (r) = �
↵m⇤e�m⇤r

1� e�m⇤r
. (18)

This potential approximates the Yukawa potential for ` = 0: this scales as 1/r at short
distances, and the force mediated by the potential is screened at large distances. m⇤
denotes the screening mass, and hence we assume that m⇤ is related to m� as m⇤ = m�

with an O(1) coe�cient . One of the advantages of the Hulthén potential is that the
Schrödinger equation with the potential is analytically solvable.

We can find the analytic form of the phase shift of s-wave scattering under the Hulthén
potential Eq. (18). Defining a ⌘ vrel/2↵ and c ⌘ ↵m�/m⇤, in the large distance limit
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Figure 6: Same as Fig. 4, but for the parameter b near (on) the resonance. Di↵erent line
colors correspond to di↵erent choices of b for s-wave (p-wave): b = 1.680 (b = 9.082) for
on the first resonance, b = 1.678/b = 1.682 (b = 9.081/b = 9.083) for below/above the
first resonance.

|a`| ! 1. Therefore, as for the first resonance, we can use the same function F (k2) given
by Eq. (17) with the zero-energy bound state b ! 0, in other words F (k2) = 1.

We compare the Sommerfeld enhancement factors near the first resonance, computed
in two di↵erent ways, in Fig. 6. These factors accurately coincide with each other. In
particular, the scaling of the factor can be found only from the Omnès function and the
Levinson’s theorem. From the Levinson’s theorem, we find the phase shift at k = 0.
Similarly to the previous section, !0(k2) logarithmically diverges near k2 = 0, and the
factor for the s-wave resonance results in

e!0(k2) '

✓
⇤2

k2

◆�0(0)/⇡

=
⇤

k
, (21)

in the small k2 limit. Meanwhile, the factor for the p-wave resonance scales as e!0(k2) '

⇤2/k2.

6 Conclusion
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Figure 5: Phase shift and cross section near the first resonance. (top): Phase shifts of
s-wave scattering (left) and p-wave scattering (right) for given b as a function of k/m�.
(bottom): Cross section of s-wave scattering (left) and p-wave scattering (right) in unit
of m� for given b as a function of k/m�. The black-dashed line in the bottom-right panel
shows the cross section � ' 3⇥ 4⇡/k2.

given in terms of the scattering phase shift as follows.

f` =
e2i�` � 1

2ik
=

1

k cot �` � ik
. (19)

Both the scattering length a0 and the e↵ective range re,0 are positive just above the
resonance for s-wave. The pole k = ib for s-wave is found as a function of the e↵ective-
range parameters as follows.

b =
1

re,0

✓
1�

r
1�

2re,0
a0

◆
. (20)

Concerning for p-wave, the scattering length a1 is positive and the e↵ective range re,1
is negative just above the resonance, and we find the pole is approximated as b '

(�2re,1/a31)
1/2 when |re,1| ⌧ a1. This method for determining poles is valid as far as

b . |re,`|�1, otherwise the higher order of k2 in the e↵ective range theory can be required.
For both s- and p-wave, the bound state can be a zero-energy bound state, b ! 0, as
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FIG. 2: Top: SIDM density profile fit to cluster A2537 (orange) com-
pared to NFW profile (cyan) and comparison to stellar kinematics
data (inset). Bottom: SIDM fit to the rotation curve of galaxy IC2574
(orange) with contributions from the SIDM halo (solid), the gas disk
(dashed), and stellar disk (dotted).

As an example, we show our results for cluster A2537 in
Fig. 2 (Top). Our SIDM fit is shown by the orange band (1�
width) and the dashed line shows the mean. The CDM predic-
tion (cyan) is the NFW profile obtained from the gravitational
lensing data [27], which provides a poor fit to the stellar kine-
matic data (red boxes in inset figure). The black point is the
value of r1 and its 1� width. It is reassuring that the CDM and
SIDM fits, while agreeing at large radii, begin to diverge at r1.
The inferred values of h�vi/m for all six clusters are shown
in Fig. 1 (green points). Fitted with a constant cross section,
we find �/m = 0.10+0.03

�0.02 cm2/g.
Dwarf and Low Surface Brightness Galaxies. To mea-

sure DM self-interactions at small-to-intermediate scales, we
consider rotation curves of five dwarf galaxies (IC 2574, NGC
2366, Ho II, M81 dwB, DDO 154) in the THINGS sam-
ple [28] and seven LSB galaxies (UGC 4325, F563-V2, F563-
1, F568-3, UGC 5750, F583-4, F583-1) from Kuzio de Naray,
et al. [29]. Two galaxies have been omitted from each of these
samples for which Vmax was not well-determined.

To model these galaxies, we include the contributions to
the rotation curve from DM, gas, and stars, with ⌥⇤ allowed
to vary uniformly by ±0.3 dex from the quoted population

synthesis values [28, 30]. We have checked that it is a good
approximation to neglect the gravitational effect of baryons on
the SIDM density profile in Eq. (2). In our likelihood, we also
include a systematic error (in quadrature with the statistical
error) of 5% of the last measured velocity to avoid skewing
our fits based on data points with small errors, O(1 km/s),
since non-circular motions cannot be excluded at this level.

As an example, we show the SIDM fit to the rotation curve
of IC2574 in Fig. 2 (Bottom). The inferred values of h�vi/m
for the galaxies, shown in Fig. 1, evidently prefer a larger �/m
than the cluster measurement. Fitting all twelve galaxies with
a constant cross section, we find �/m = 1.9+0.6

�0.4 cm2/g. We
note that this value does not include systematic errors, which
we discuss next.

Simulated halos. To test our analytic model, we created
mock rotation curve data from halos in �/m = 1 cm2/g sim-
ulations (without baryons) and fit them with our model. Each
rotation curve consisted of 20 points with a uniform 10% ve-
locity error and covering a range 0.1 . r/rs . 3 . We chose
six halos with virial masses in the range 1011�1014 M� from
Ref. [3] and two dwarf-sized halos around 1010 M� from
Ref. [5].

The fit results shown by the gray points in Fig. 1 demon-
strate that our simple halo model is in good agreement with
results from cosmological N-body simulations for SIDM, ex-
cept for the presence of a bias toward larger cross sections by
a factor of ⇠ 2. The open circles, which also line up along
�/m = 1 cm2/g, represent our SIDM profiles matched onto
the “true” NFW profile for the same halos simulated without
DM self-interactions [3, 5]. This analysis supports the sim-
ple picture in our model that the SIDM halo properties may
be approximated by the corresponding CDM halo properties
augmented with a core determined by Eq. (1).

IV. Diversity. There is considerable diversity in the prop-
erties of the galaxy cores, with almost an order of magnitude
spread in density at fixed Vmax [30]. This has also been re-
cently emphasized in terms of Vc(2 kpc), the measured circu-
lar velocity at 2 kpc [31], which shows a factor of 2�3 scatter
for halos with 50 km/s . Vmax . 100 km/s. This diversity
is also reflected in the scatter in central values for h�vi/m for
the galaxies in Fig. 1.

How does this scatter arise in our model? The answer is
surprising in its simplicity: it is directly related to the halo
assembly history. Different formation histories encoded in
(⇢s, rs) values (essentially the CDM halo-to-halo scatter) lead
to SIDM halos with different core sizes and central densities
through Eq. (3). This explanation is implicit in Fig. 1 where
the large errors on h�vi reflect, partly, the lack of constraints
on (⇢s, rs). Choosing the “right” value of (⇢s, rs) for each
galaxy would reduce the scatter in h�vi/m considerably.

If we fix the ⇢s-rs relation to its median in ⇤CDM cos-
mology [32] in our analysis, the galaxies UGC 5750 and IC
2574 prefer the largest cross sections, �/m ⇠ 10 cm2/g,
while M81 dwB prefers the smallest cross sections, �/m ⇠

0.1 cm2/g. However, if UGC 5750 and IC 2574 halos are 2�
less concentrated and M81 dwB halo 2� more concentrated

Kaplinghat, Tulin 
and Yu, PRL, 2016

- mass distribution in the outer region is 
determined by strong/weak gravitational 
lensing

- stellar kinematics in the central region 
(brightest cluster galaxies) prefer cored 
SIDM profile

CDM

SIDM

BCG data

σself /m ∼ 0.1 cm2/g

⟨vrel⟩ ∼ 103 km/s
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Figure 3. Dark matter density profiles along major axes of the galaxies derived from our Jeans analysis. The solid line in each
panel denotes the median value, and the dark and light shaded regions denote the 68 and 95 per cent confidence intervals. The
vertical dashed line in each panel corresponds to the half-light radius of each galaxy. In the panel for Draco, we mark on two
power law density profiles, ⇢DM / r�1 (cusp) and ⇢DM = const. (core) under the shaded regions.

Figure 4. Dark matter density profiles of all dSphs, with taking into account a wider parameter range of � (described in
Section 4.2). The solid lines in each panel denote the median values (thick) and the 68 per cent confidence intervals (thin)
calculated by our default parameter range (0  �  2.5), while the dashed ones are calculated by a new parameter range
(�2.5  �0  2.5, but if �0 < 0 ! � = 0). The vertical dashed lines in each panel correspond to their half-light radii.

Equation 7 is fixed at 2 for simplicity, while the dark
matter profiles in this work and Geringer-Sameth et al.

(2015) take into account these parameter as free param-
eters.

- stellar kinematics in the central region 
(of some satellites) prefer cuspy CDM 
profile

Hayashi, Chiba and 
Ishiyama, ApJ, 2020
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Orbital parameters Initial Conditions

Name dGC vR vT M200, init c200, init ⇢s, init rs, init
[kpc] [km/s] [km/s] [109 M�] [107 M�/kpc3] [kpc]

UM 78 �71 136 0.60 6.87 1.84 1.30
Draco 79 �89 134 3.46 6.36 1.54 2.52
Carina 105 2 163 2.13 6.53 1.62 2.09
Sextans 89 79 229 0.67 6.99 1.83 1.34
CvnI 211 82 94 1.09 6.68 1.73 1.63s
Sculptor 85 75 184 4.74 6.28 1.49 2.82
Fornax 141 �41 132 3.54 6.38 1.53 2.54
LeoII 227 20 74 0.14 7.30 2.13 0.76
LeoI 273 167 72 3.23 6.40 1.55 2.44

Table 1. Form left to right: list of orbital parameters and initial conditions. The first column indicates the name of the dSph galaxy
that corresponds to the observational estimates for the galactocentric distance, dGC, radial and tangential velocities, vR and vT, taken
from Fritz et al. (2018). The fifth and sixth columns from the left correspond to the initial virial mass and concentration, M200, init and
c200, init, each subhalo is initialised at cosmic time 3.5 Gyr (z = 1.87) before infalling onto the MW system. The seventh and eighth columns
indicate the respective scale density and radius, ⇢s and rs, of the initial NFW density profile, ⇢init.

Figure 3. Top panels: Density (left) and velocity profile (right) as a function of radius for the subhalo hosting the galaxy Carina. In
this example the model was initialised with a cross section of �/m� = 40 cm2g�1 and a virial mass of M200 = 109.3 M�. The subhalo was
evolved for 10.2 Gyrs from an initial NFW profile with scale density and radius of 4.2⇥ 106 M�kpc�3 and 2.09 kpc, respectively. Each line
in the panels is coloured according to the lookback time, as shown in the colour bar at the top. Bottom panels: same as top panels but
for the last 7 Gyrs of evolution, when the system undergoes the gravothermal collapse phase.

mass as they orbit around the MW. The following section
describes the dependence of central density evolution on the
scattering cross section.

3.2 Central density evolution

The evolution of the central DM density of the subhalo,
along with its mass loss rate, largely depends on the scatter-
ing cross section. At fixed initial mass, a large cross section
leads to a larger rate of DM-DM collisions that produce a
shallower and lower density core. Similarly, the larger rate

of DM-DM collisions leads to less concentrated subhaloes,
making them more prone to tidal disruption and mass loss.

This dependency on the cross section can be seen in
Fig. 4, that shows the evolution of Carina’s DM density at
150 pc, ⇢150 (left panel), and virial mass, M200 (right panel).
The coloured lines in the figure correspond to the subhalo
model initialised with di↵erent values for the cross section,
ranging from �/m� = 32 cm2g�1 to �/m� = 40 cm2g�1,
but the same initial virial mass, M200,init = 2 ⇥ 109 M�. The
dashed lines show the evolution of ⇢150 and M200 without im-
posing loss of mass from tidal interactions. The black sym-
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- resonance? Chu, Garcia-Cely and 
Murayama, PRL, 2019
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Figure 3. Top panels: Density (left) and velocity profile (right) as a function of radius for the subhalo hosting the galaxy Carina. In
this example the model was initialised with a cross section of �/m� = 40 cm2g�1 and a virial mass of M200 = 109.3 M�. The subhalo was
evolved for 10.2 Gyrs from an initial NFW profile with scale density and radius of 4.2⇥ 106 M�kpc�3 and 2.09 kpc, respectively. Each line
in the panels is coloured according to the lookback time, as shown in the colour bar at the top. Bottom panels: same as top panels but
for the last 7 Gyrs of evolution, when the system undergoes the gravothermal collapse phase.

mass as they orbit around the MW. The following section
describes the dependence of central density evolution on the
scattering cross section.

3.2 Central density evolution

The evolution of the central DM density of the subhalo,
along with its mass loss rate, largely depends on the scatter-
ing cross section. At fixed initial mass, a large cross section
leads to a larger rate of DM-DM collisions that produce a
shallower and lower density core. Similarly, the larger rate

of DM-DM collisions leads to less concentrated subhaloes,
making them more prone to tidal disruption and mass loss.

This dependency on the cross section can be seen in
Fig. 4, that shows the evolution of Carina’s DM density at
150 pc, ⇢150 (left panel), and virial mass, M200 (right panel).
The coloured lines in the figure correspond to the subhalo
model initialised with di↵erent values for the cross section,
ranging from �/m� = 32 cm2g�1 to �/m� = 40 cm2g�1,
but the same initial virial mass, M200,init = 2 ⇥ 109 M�. The
dashed lines show the evolution of ⇢150 and M200 without im-
posing loss of mass from tidal interactions. The black sym-
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scattering cross section.

3.2 Central density evolution

The evolution of the central DM density of the subhalo,
along with its mass loss rate, largely depends on the scatter-
ing cross section. At fixed initial mass, a large cross section
leads to a larger rate of DM-DM collisions that produce a
shallower and lower density core. Similarly, the larger rate

of DM-DM collisions leads to less concentrated subhaloes,
making them more prone to tidal disruption and mass loss.

This dependency on the cross section can be seen in
Fig. 4, that shows the evolution of Carina’s DM density at
150 pc, ⇢150 (left panel), and virial mass, M200 (right panel).
The coloured lines in the figure correspond to the subhalo
model initialised with di↵erent values for the cross section,
ranging from �/m� = 32 cm2g�1 to �/m� = 40 cm2g�1,
but the same initial virial mass, M200,init = 2 ⇥ 109 M�. The
dashed lines show the evolution of ⇢150 and M200 without im-
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Figure 3. Top panels: Density (left) and velocity profile (right) as a function of radius for the subhalo hosting the galaxy Carina. In
this example the model was initialised with a cross section of �/m� = 40 cm2g�1 and a virial mass of M200 = 109.3 M�. The subhalo was
evolved for 10.2 Gyrs from an initial NFW profile with scale density and radius of 4.2⇥ 106 M�kpc�3 and 2.09 kpc, respectively. Each line
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mass as they orbit around the MW. The following section
describes the dependence of central density evolution on the
scattering cross section.

3.2 Central density evolution

The evolution of the central DM density of the subhalo,
along with its mass loss rate, largely depends on the scatter-
ing cross section. At fixed initial mass, a large cross section
leads to a larger rate of DM-DM collisions that produce a
shallower and lower density core. Similarly, the larger rate

of DM-DM collisions leads to less concentrated subhaloes,
making them more prone to tidal disruption and mass loss.

This dependency on the cross section can be seen in
Fig. 4, that shows the evolution of Carina’s DM density at
150 pc, ⇢150 (left panel), and virial mass, M200 (right panel).
The coloured lines in the figure correspond to the subhalo
model initialised with di↵erent values for the cross section,
ranging from �/m� = 32 cm2g�1 to �/m� = 40 cm2g�1,
but the same initial virial mass, M200,init = 2 ⇥ 109 M�. The
dashed lines show the evolution of ⇢150 and M200 without im-
posing loss of mass from tidal interactions. The black sym-
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Figure 4. Left panel: Carina’s DM density at 150 pc, ⇢150, as a function of lookback time. The coloured lines correspond to the subhalo
model initialised with a di↵erent cross section value, ranging from �/m� = 32 cm2g�1 to �/m� = 40 cm2g�1, but the same initial virial
mass, M200, init = 2 ⇥ 109 M�. The dashed lines show the evolution of ⇢150 (and M200) in the scenario that the subhalo does not lose mass
from tidal interactions. The black symbols show the values of ⇢150 (and M200) taken from Kaplinghat et al. (2019), who assumed an
isothermal cored profile as well as NFW. Right panel: same as left panel, but showing the evolution of Carina’s virial mass, M200, as a
function of lookback time.

Figure 5. Same as Fig. 4 for the remaining subhaloes hosting the MW dSphs as indicated in each panel.

bols show the values of ⇢150 and M200 reported by Kapling-
hat et al. (2019), who assumed both an isothermal cored
(grey symbol), as well as NFW (black symbol), profile. We
derive M200 from the Vmax and Rmax estimations of Kapling-
hat et al. (2019) assuming an NFW profile for the subhalo
density.

The left panel of Fig. 4 shows that the central density
quickly drops when the core of the subhalo forms, and it
rises again as the core begins to collapse. For both cases,

with or without tidal stripping, the central density reaches
a minimum stable value, roughly independent of the cross
section. For the model that includes mass loss from tidal
stripping, the collapse time becomes shorter than the age of
the Universe (as also shown by e.g. Nishikawa et al. 2020),
and the central density reaches higher values for a higher
cross section.

The right panel shows that for the case of no tidal strip-
ping, the subhalo’s virial mass slightly increases during its
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Figure 4. Left panel: Carina’s DM density at 150 pc, ⇢150, as a function of lookback time. The coloured lines correspond to the subhalo
model initialised with a di↵erent cross section value, ranging from �/m� = 32 cm2g�1 to �/m� = 40 cm2g�1, but the same initial virial
mass, M200, init = 2 ⇥ 109 M�. The dashed lines show the evolution of ⇢150 (and M200) in the scenario that the subhalo does not lose mass
from tidal interactions. The black symbols show the values of ⇢150 (and M200) taken from Kaplinghat et al. (2019), who assumed an
isothermal cored profile as well as NFW. Right panel: same as left panel, but showing the evolution of Carina’s virial mass, M200, as a
function of lookback time.
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hat et al. (2019), who assumed both an isothermal cored
(grey symbol), as well as NFW (black symbol), profile. We
derive M200 from the Vmax and Rmax estimations of Kapling-
hat et al. (2019) assuming an NFW profile for the subhalo
density.

The left panel of Fig. 4 shows that the central density
quickly drops when the core of the subhalo forms, and it
rises again as the core begins to collapse. For both cases,

with or without tidal stripping, the central density reaches
a minimum stable value, roughly independent of the cross
section. For the model that includes mass loss from tidal
stripping, the collapse time becomes shorter than the age of
the Universe (as also shown by e.g. Nishikawa et al. 2020),
and the central density reaches higher values for a higher
cross section.

The right panel shows that for the case of no tidal strip-
ping, the subhalo’s virial mass slightly increases during its
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